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Knowledge-enhanced
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E.g., LDA, CNN, Neural topic

E.g., Keyword assignment,
keyword extraction

E.g., POS tag, NER tag,
Dependency parsing

E.g., KB memory network,
KB related tasks

E.g., KGE, Path finding and
reasoning, Graph neural network

E.g., Retrieval-augmented,
Background based methods
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Topic-enhanced NLG methods

* Topic, which can be considered as a representative or compressed form of text, has
been often used to maintain the semantic coherence and guide the NLG.
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X
Topic words ——) | Topic words encoder] —> Latent topic %

ﬁLDA [ Sequence decoder ] C—> Output text

~

Input text —)> | Sequence encoder] —> Latent text ﬂ

(M1) Leverage topic words from generative topic models

=

CNN topic encoder | =) Latent topic %

Input text ) . [ Sequence decoder ] —> Output text
%  Sequence encoder | > Latent text &J
(M2) Jointly optimize generation model and CNN topic model
ﬂ [ Neural topic encoder ] — E Latent topic E %
: Mixture :
Input text i distribution i [ Sequence decoder ] —> Output text
% [ Sequence encoder J —>. Latenttext |

e ccaccccaccaa- I

(M3) Enhance NLG by neural topic models with variational inference
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Important applications

* Dialogue system. A vanilla Seq2Seq often generates trivial response, such as “l do
not know”, “I see”. These responses are boring with very little information, quickly
leading the conversation to an end.

* Machine translation. Though the input and output languages are different the
contents are the same, and globally, under the same topic.

* Paraphrase. Naturally, paraphrases concern the same topic, which can serve as an
auxiliary guidance to promote the preservation of source semantic.
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* Topic Aware Neural Response Generation, In AAAI 2017
* Application: Dialogue system
* Motivation: natural and fluent \/1formative and interesting x

’ & You haven’t been given an assignment in this case

DIALOCUE SYSTEM I don’t know what you are talking about {@
& You programmed me to gather intelligence.

,‘ That’s all I've ever done.

PIALOGUE $YSTEN I see. (’@

Figure: Two generated responses from a vanilla Seq2Seq model
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Topic-enhanced NLG methods

* Topic Aware Neural Response Generation, In AAAI 2017

 Solution: extract topic from input -> incorporate topic into Seq2Seq

I
Decoder 1 Biased Generation Process

Then hydrate and |molsturize your skin P(“moisturize” =Py (“moisturize” )+ Py (“moisturize”)

oEE

Text Encoder

i Joint Attention

:-___4-

11 \ \ \ ]
0 ic rds | \ \ ! e

"y \ q

"y U

- - asas -

: |

¥ :

Hydrat Skin Face Facemask Mols'luriu:

Figure: Proposed framework of topic-enhanced Seq2Seq model 8
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* Topic Aware Neural Response Generation, In AAAI 2017
* Dataset: Baidu Tieba (not public); Metric: Perplexity { ; Distinct-k T

¥

Biased Generation Process
P(“"moisturize”)=Fy (" moisturize” )+ Py ("moisturize”)

Models PPL-D | PPL-T | distinct-1 distinct-2

S2SA 147.04 | 133.11 | 604/.091 1168/.207
S2SA-MMI 147.04 | 133.11 | 603/.151 1073/.378
S2SA-TopicConcat 150.45 | 132.12 | 898/.116 | 2197/.327
S2SA-TopicAttention | 133.81 | 119.55 | 894/.106 | 2057/.277
TA-Seq2Seq 134.63 | 122.82 | 1355/.161 | 2970/.401

1. 00 DDTD\ID

* Distinct-k measures the total number of unique k-grams in the entire corpus.
 The higher distinct-k indicates higher diversity (more unique k-grams are generated)
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* Topic Aware Neural Response Generation, In AAAI 2017

* Dataset: Baidu Tieba (not public); Metric: Perplexity {,; Distinct-k T*

Models PPL-D | PPL-T | distinct-1 distinct-2
S2SA 147.04 | 133.11 604/.091 1168/.207
S2SA-MMI 147.04 | 133.11 603/.151 1073/.378

S2S A-TopicConcat 15045 | 132.12 808/.116 | 2197/.327
S2SA-TopicAttention | 133.81 | 119.55 894/.106 2057/.277

TA-Seq2Seq 134.63 | 122.82 | 1355/.161 | 2970/.401
Message TA-Seq2Seq S2SA-MMI S2SA
fir s BB RAHHR, WEnnrRAC WAL . . Bi...
You also like photography [ don’t work on photography. Well well well.... Well...
I just want to take a few pictures.
TR 7 e A7 — 4T i 28 b AN Rt fEd VB 1
There is some redness on my left cheek. My skin is also very sensitive. Me too. Oh my god oh my god
KA ST B9 ) ATEAMY, W RRAE 2 0iE T Ll kA R A EA R AT AR ] LAY
Can a college student Yes, you can fill an Yes, you can. Yes.
apply for an internship application form first if you are in a hurry.
R b A KRR Tt 2 BB T
My skin is so dry. Then hydrate and moisturize your skin. Me too. Oh my god oh my god. 10
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* Topic-Guided Variational Autoencoders for Text Generation, In NAACL 2019

Motivations:
* (1) LDA models may fail to find proper topics that the NLG task requires.

e (2) LDA models are separated from the training process of generation, so they cannot adapt
to the diversity of dependencies between input and output sequences.
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Topic-enhanced NLG methods

» Topic-Guided Variational Autoencoders for Text Generation, In NAACL 2019

———————

rp(d|0)

- q(0|d)

Yo —»

Encoder Decoder
S~— 4

Y
Neural Sequence Model (NSM) Neural Topic Model (NTM)
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* Topic-Guided Variational Autoencoders for Text Generation, In NAACL 2019

Metric Methods APNEWS IMDB BNC
B2 B3 B4 B5 | B2 B3 B4 B5 )| B2 B3 B4 B-5
VAE 0.564 0.278 0.192 0.122 | 0.597 0.315 0.219 0.147 | 0.479 0.266 0.169 0.117
VAE+HF (K=1) 0.566 0.280 0.193 0.124 | 0.593 0.317 0.218 0.148 | 0.475 0.268 0.165 0.112
VAE+HF (K=10) 0.570 0.279 0.195 0.123 | 0.610 0.322 0.221 0.147 { 0.483 0.270 0.169 0.110
test-BLEU TGVAE (K=0, T=10) | 0.582 0.320 0.203 0.125 | 0.627 0.362 0.223 0.159 | 0.517 0.282 0.181 0.115
TGVAE (K=1, T=10) | 0.581 0.326 0.202 0.124 | 0.623 0.358 0.224 0.160 | 0.519 0.282 0.182 0.118
TGVAE (K=10, T=10) | 0.584 0.327 0.202 0.126 | 0.621 0.357 0.223 0.159 | 0.518 0.283 0.173 0.119
TGVAE (K=10, T=30) | 0.627 0.335 0.207 0.131 | 0.655 0.369 0.243 0.165 | 0.528 0.291 0.182 0.119
TGVAE (K=10, T=50) | 0.629 0.340 0.210 0.132 | 0.652 0.372 0.239 0.160 | 0.535 0.290 0.188 0.120
VAE 0.866 0.531 0.233 - 0.891 0.632 0.275 - 0.851 0.51 0.163 -
VAE+HF (K=1) 0.865 0.533 0.241 - 0.899 0.641 0.278 - 0.854 0.515 0.163 -
VAE+HF (K=10) 0.873 0.552 0.219 - 0.902 0.648 0.262 - 0.854 0.520 0.168 -
self-BLEU TGVAE (K=0, T=10) | 0.847 0.499 0.161 - 0.878 0.572 0.234 - 0.832 0.488 0.160 -
TGVAE (K=1, T=10) | 0.847 0.495 0.160 - 0.871 0.571 0.233 - 0.828 0.483 0.150 -
TGVAE (K=10, T=10) | 0.839 0.512 0.172 - 0.889 0.577 0.242 - 0.829 0.488 0.151 -
TGVAE (K=10, T=30) | 0.811 0.478 0.157 - 0.850 0.560 0.231 - 0.806 0.473 0.150 -
TGVAE (K=10, T=50) | 0.808 0.476 0.150 - 0.842 0.559 0.227 - 0.793 0.469 0.150 -

VAE: RNN with variational autoencoder; HF: householder flow; TGVAE: topic guided variational autoencoder

13
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e Advantages and disadvantages of different topic-enhanced methods

* LDA topic

* Neural topic

Pros: LDA has a strict probabilistic explanation with great interpretability
Cons: LDA models are separated from the generation training process

Pros: They enable back propagation for joint optimization, contributing to
more coherent topics, and can be scaled to large data sets.
Cons: topic distribution is assumed to be an isotropic Gaussian, which makes

them incapable of modeling topic correlations.

14
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* Keyword (aka., key phrase, key term) is often referred as a sequence of one or more
words, providing a compact representation of the content of a document.

NUZAETESMAHC CRITERIA coupyeg s e “
MATIL = MADE

e 22 O3 ALGORIHVS - HUMA Sanics \mporte®
s, O EVAI'UATION RUI'E = gPﬁBEUCING LDA is based on a
z’iEARANAH\J%TASKS MANY SYSTEMS ZN(MAﬁElRAL generative probabilistic

ANSWERS ] T— RESULTS MANDCRAFTED. DEVOT ED model that associates a
-I- A SK GOlD
:
Cf'““f'f‘ THUS O

Nofice

E
BEY

NSIDERABL

SET STANDARD—'DEFJI”B%ES topic with a distribution

= t of words, but
yDATASYTOTEMIETER  trose worts would ot
PRUBLEMHOWEVER COMPLEX”YQE « DFFERENT & normally be considered

“keywords” in any way.
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* Keywords-Guided Abstractive Sentence Summarization, In AAAI 2020
* Applications:
Vanilla Seq2Seq: hard to control and often misses salient information.

@ Summarization @

Keyword: provide significant clues of the main points about the document.

16
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Keyword-enhanced NLG methods

* Keywords-Guided Abstractive Sentence Summarization, In AAAI 2020

hr'l hr'2 hr'3 e hr'n hk'l hk'2 hk'3 eee hk'm
8 @ ® 0 Qe e @ © 9
Keyword:" 9 ’§> 7§> /<>‘.
Extractor*~-{_ 2V __| AV __| AN ________| 2 7/
W2 hy, Sy &2 W, Wy W 2 22 W,
N R SR
X1 X2 X3 Xn /{1 k> ks k.,
Raw Sentence Ground-Truth Keywords
Co-Selective i @ coG:ratek
Cate | MLP MLP i
4 = R N—
: h?‘ hk hk hk hr hr :
: i [Ah] i [AA ]
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* Keywords-Guided Abstractive Sentence Summarization, In AAAI 2020
* Dataset: Gigawords  Metric: ROUGE score

Method R-1 R-2 R-L
ABS 37.41 15.87 34.70
SEASS 46.86 24.58 43.53
PG 46.97 24.63 43.66
KIGN 46.18 23.93 43.44
Bottom-up 45.80 23.61 42.54
Co- Concat+DualPG 47.05 24.39 43.77
Selective  Gated+DualPG 47.13 24.87 44.34
Hier+DualPG 47.14 25.06 44.39
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* Why does linguistic features include?

 Lemma; POS tag; NER tags; dependency parsing; semantic parsing
* How to include linguistic features into NLG?

* Fused encoder (often used for POS tags, NER tags -> See below figure)
» Separate encoder (often used for dependency graphs -> GNN)

Entity Types leak more information than we think
* Accurate contexts depend on the type of word

Newark (Name) Say hello to Newark for me!

| just arrived at Newark.

X

Newark(Location)

Say hello to Newark for me! X

-
| just arrived at Newark.

19
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* Entity Types serve as a guide to generate more accurate context words.

Type concatenation
(Existing Work)

[ US ] vice || president made || a || visit

Encoder Decoder

1
ok

[ ——i5

»
» >
[ »
> > )

[ Dick_Cheney ] [ Afghanistan ]
concatenation =) @ @ @

[ COUNTRY ] [ PERSON ] [ COUNTRY ]

Concatenating entity mention and type embeddings is a straightforward way to use type information.

20
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* Injecting Entity Types into Entity-Guided Text Generation, In EMNLP 2021

. Application(:g)VVord-to-text generation, News generation

[  ( Dick_Cheney | [ [ Afghanistan || Monday |
Mention
oo, T o ==y .-
i *[ COUNTRY ] >[ PERSON _=>[ COUNTRY WEEKDAY ]

| : . |
.Ty.pe. 5(1)[ ENT ]I vice preS|de.nt | IT | made || a visit | i| to [ ENT ]| on | ENT |

injection FL L 5 l
4 > . > I Ej >

Type injectioné | Dick_Cheney | | Afghanistan |

(Our Work) ® ® ®

A { COUNTRY ] e reeeneeaa { PERSON ] A { COUNTRY ]

Encoder Decoder

Steps: (1) predicting the <Ent> token (i.e., entity indicator) (2) injecting the entity types (3) predicting the entity mention
using the type embedding and hidden state by a mention predictor (4) combine with an entity enhanced NLU module
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* |Injecting Entity Types into Entity-Guided Text Generation, In EMNLP 2021
* Dataset: Gigaword, New York times; Metric: ROUGE 1*; BLUE

Table 3: Our InjType can outperform various baseline models enhanced by type embedding concatenation.

Methods GIGAWORDS NYT
ROUGE-2 ROUGE-L BLEU-4 ROUGE-2 ROUGE-L BLEU-4

Seq2Seq 8.83+0.15 31.434+0.13 12.214+0.30 | 8.83+0.15 31.43+0.13 12.21+0.30
SegAttn 9.10+0.13 36.62+0.11 16.17+0.28 | 5.95+0.15 29.67+0.06 11.86+0.15
CopyNet 944+0.11 36.96+0.10 16.404+0.24 | 6.25+0.14 30.58+0.09 11.96+0.14
GPT-2 9.04+0.20 31.30+0.16 15.661+0.40 | 5.86+0.20 24.19+0.14 10.89+0.22
UniLM 11.77+0.18 36.54+0.15 17.66+0.35 | 7474+0.15 30.66+0.13 12.90+0.20
InjType 13.37+0.12 41.161+0.31 18.554+0.09 | 8.55+0.09 31.53+0.17 13.14+0.03
= w/o MP 9.39+0.16 38.34+0.10 16.36+0.25 | 6.52+0.09 30.10+0.08 12.19+0.10
Fw/foNLU | 12.85+0.18 40.65+0.37 18.24+0.26 | 8.134+0.10 30.80+0.36 13.10+0.09
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* Knowledge graph (KG), as a type of structured human knowledge consisting of entitiest,
relations, and semantic descriptions. People can easily traverse links to discover how
entities are interconnected to express certain knowledge.

* KG definition: AKG is definedas G = (U, E,R), where U is the set of entity nodes and &
C UXRX U is the set of typed edges between nodes in U with a certain relation in the

relation schema R.

23



Topic-enhanced NLG methods ﬂ WSDI

Important applications

« Commonsense reasoning. It often needs to exploit both structural and semantic
information of the commonsense KG and perform reasoning over multi-hop relational
paths, in order to augment the limited information for commonsense reasoning.

* Dialogue system. A dialogue may shift focus from one entity to another, breaking one
discourse into several segments, which can be represented as a linked path connecting
the entities and their relations.

* Creative text generation. This task can be found in both scientific and story-telling
domains. Scientific writing aims to explain natural processes and phenomena step by
step, so each step can be reflected as a link on KG and the whole explanation is a path.
In story generation, the implicit knowledge in KG can facilitate the understanding of
storyline and better predict what will happen in the next plot.

24
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Pretrained through TransE

Language generation model

id entity vector

1 chat | [-0.1,0.2, 0.5]\\)|:| gl:l D D% |:|

2 tak | [0.3,0.4,-0.2]

3 future [0.6, 0.1, 0.1] El D ‘:] |:| D EI |:|

4 based | [-0.4,0.4,0.2] Chat based on knowledge is the future
KG embedding Input text

(M1) Incorporate KGE into language generation

Output text

Yeah, it’s not a dream to have a talk with robot!

Sequence Decoder

A >

Sequence encoder Path encoder

In ut text

Chat based on knowledge is the future future
dream
locate

subgraph
|::> KG

(M3) Performing path reasoning on KG

nput paths

Path 2

source
concepts

entity
emb.

word
emb.

KG-enhanced language model
G training with all KG triples ﬁ

Eiffel tower Eiffel tower is at Paris </s>
1) A o 4
Paris AtLocation E> | Pretrained language model
| |

[ [ I |

<s> Eiffel tower is at Paris

(M2) Transfer knowledge into pretrained LM

Output text

Yeah, it 's not a dream to have a talk with robot!

Sequence Decoder

A >

Sequence encoder GNN encoder

i) i)

In ut text Input subgraph
future
Chat based on knowledge is the future
,,,,,,,,, i Iocate
chat talk

source subgraph
concepts :> @

(M4) Aggregating sub-KG via GNN

: GNN aggregation

* M1: KGE into NLG
[Zhou 2018 1JCAI]

* M2: KG into PLMs
[Guan 2020 TACL]

 M3: Path Reasoning
[Liu 2019 EMNLP]

[Ji 2020 EMNLP]

M4: GNN on sub-KG
[Zhou 2018 1JCAI]

[Zhang 2020 ACL]

25
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 M1: Incorporate Knowledge Graph Embeddings into NLG

* What is knowledge graph embedding (KGE)?
* Goal: KGE represe

Pretrained through TransE

Language generation model

dimensionality wi

id entity vector ﬁ ﬁ
1 chat [-0.1, 0.2, 0.5] T entity
2 talk [0.3, 0.4, -0.2] F ¥ F F F F F emb.
* What are the com!; =5 Tuwre | 106,01, 041 word
emb.
* TransE: Given a K( 4 based | [-0.4,0.4,0.2] Chat based on knowledge is the future

embedded entitie KG embedding Input text
* Example: Tokyo + IsCapitalOf = Japan.

26
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* M2: Transfer Knowledge into LMs with Knowledge Triplet Information

Knowledge Original Triples

Examples of Transformed Sentences

Bases

ConceptNet (eiffel tower, AtLocation, paris) eiffel tower is at paris.
(telephone, UsedFor, communication) telephone is used for communication.

ATOMIC (PersonX dates for years, oEffect, continue dating) PersonX dates for years. PersonY will continue dating.
(PersonX cooks spaghetti, xIntent, to eat) PersonX cooks spaghetti. PersonX wants to eat.

KG-enhanced language model
ﬁ training with all KG triples ﬁ * AKnowledge-Enhanced
Eiffel tower Eifiel tower is at Paris </s> Pretraining Model for
A A A A A A Commonsense Story
Paris AtLocation I:> | Pretrlained language model Generation, TACL 2020

I | I
<s> Eiffel tower is at

Paris

27
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* M3: Perform Reasoning over KG via Path Finding Strategies

e Path routing and ranking (PRA algrithom)
* PRA uses random walks to perform multiple
bounded depth-first search processes to find
relational paths on the KG, then integrate the

path into Seq2Seq models

* Neural network based path scoring/finding

Output text Yeah, it 's not a dream to have a talk with robot!

Sequence Decoder

A >

Sequence encoder Path encoder

i) i)

Input text — Input paths
D D DD Wm -
Chat based on knowledge is the future future
: ," e dream
7 e Iocate
source et
= @

28
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* Language Generation with Multi-Hop Reasoning on Commonsense Knowledge

Graph, In EMNLP 2020

* Application: Generative commonsense reasoning (e.g., story, alpha-NLG)

* Motivation: To reason over multi-hop

relational paths where multiple conec-
ted triples provide chains of evidence

for grounded text generation.

¢ Mr. Egg was presenting a '\ NG
. volcanic eruption to the science class. |

I
' He has a diagram of a volcano that
. looked like it was made of tinfoil.

|
' He then took out a huge thing of
. vinegar and started to pour it in!

' The class had no clue what was going
. on and looked on in astonishment.

Relational Paths

Story Context

The volcano then exploded with
that looked like !

29
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* Language Generation with Multi-Hop Reasoning on Commonsense Knowledge
Graph, In EMNLP 2020

Relational Paths l Decoder hidden state
Story Context —_ - ~\
3 Mr. Egg was presenting a “I AN\, : 1
: volcanic eruption to the science class. L "
: o —>
~+He has a diagram of a volcano that R
=, looked like it was made of tinfoil. Vo c
G . I -
3 : He then took out a huge thing of : : ) \_ G .
— : vinegar and started to pour it in! i :} : " H-hops T Concept Vocab
: By ’ distribution distribution
' The class had no clue what was going L2y =N g ™
. on and looked on in astonishment. L D L J
Story Ending [ : I Pt ‘ 1— P
. The volcano then exploded with ‘: T C,
1 substance that looked like lava ! LN ( )
B b ~) yG 9 P(yt |y<h31G)
S - ttions Reasoning module
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* Language Generation with Multi-Hop Reasoning on Commonsense Knowledge
Graph, In EMNLP 2020

~

4 N l Decoder hidden state

adn E

Layer Norm s N

=]

Feed Forward
X
Lox ' [ Encoder: R-GCN to model the
Layer Norm
$< - ) relation type on COnceptNet
l 1 l l
Masked Self-Attention 0, = | N(’U)| Z \\'4 no(hy, hy),
A u,r)EN (v
S g > (u,r)EN (v)
hL! = ReLU (ol + Wihl),
Word embedding ) = ~J TR %7 )
A

(X{ X2 ... XN [bos] Y1V2 ... V1) Graph representations Reasoning module
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* Language Generation with Multi-Hop Reasoning on Commonsense Knowledge
Graph, In EMNLP 2020

Lp

'

4 D

Layer Norm

Feed Forward

Decoder hidden state

Decoder: A reasoning module to assign
scores for neighboring nodes

ns(v) = f (fy-ns(u)+R(u, T, 'u))
(u,r)EN;in (v)
R(u’ T, U) — O'(hzr vWSimhz{JD)?

hyro = [REG; hEe; plc],

Y
.
C: E E
G
o
Concept Vocab
rHhops T \ distribution distribution
Pt | 1—p;
C:
G v P (yl |y<h Z, G)

u Y'Y
Graph representations

(X1 X2 ... XN [bos] ¥1Y2... Yi1)

Reasoning module
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* Language Generation with Multi-Hop Reasoning on Commonsense Knowledge
Graph, In EMNLP 2020

e N l Decoder hidden state ]
Layer Norm h l
).
Feed Forward ] E E
/'y
LpXx |
>y
Layer Norm Concept Vocab
$< ~ distribution distribution
Masked Self-Attention ] L J
A
N J Pt | 1—p
Word en;bedding J P(y|y<t, z, G)
(X{ X2 ... XN [bos] Y1V2 ... V1) Graph representations Reasoning module
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* Language Generation with Multi-Hop Reasoning on Commonsense Knowledge
Graph, In EMNLP 2020

* Dataset: ROCStories, alpha-NLG, EG. Metric: BLEU, METEOR, ROUGE

Models EG aNLG

BLEU-4 METEOR ROUGE-L CIDEr BLEU-4 METEOR ROUGE-L CIDEr
Seq2Seq 6.09 24.94 26.37 3237 237 14.76 22.03 29.09
COMeT-Txt-GPT2  N/A N/A N/A N/A 2.731 18.321 24.391 32.781
COMeT-Emb-GPT2 N/A N/A N/A N/A 3.66 19.531 24.921 32.671
GPT2-FT 15.63 38.76 37.32 77.09  9.80 25.82 32.90 57.52
GPT2-OMCS-FT 15.55 38.28 37.53 75.60  9.62 25.83 32.88 57.50
GRF 17.19 39.15 38.10 81.71 11.62 27.76 34.62 63.76

Table 3: Automatic evaluation results on the test set of EG and aaNLG. Entries with N/A mean the baseline is not
designated for this task. {: we use the generation results from Bhagavatula et al. (2020).

34



KG-enhanced text generation methods ﬁ - I

* M4: Improve the Graph Embeddings with Graph Neural Networks.

Output text Yeah, it 's not a dream to have a talk with robot!

* KG definition: AKG is definedas § = (U, &, R), S‘*g’e"“o“ge’

where U is the set of entity nodes and € € UXRX U Sequence encoder GNN encoder

is the set of typed edges between nodes in U with a Input text Enut subgragv
certain relation in the relation schema R. DDU)D DDD o

Chlb d n knowledge is the flre

i Iocate

subgraph chat talk
czzzzzz:m Sty
e Graph neural network (GNN):

u®) = ComBINEL (u(k ) AGGREGATE; ({(u(k 1),e§f_1),u(.k_l)) : V(ui, eij,uj) € N(u)})),

hg = READOUT({U(K) U € ‘L(}).
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« Commonsense Knowledge Aware Conversation Generation with Graph Attention,
In IJCAI 2018

* Application: Dialogue system
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« Commonsense Knowledge Aware Conversation Generation with Graph Attention,
In IJCAI 2018

Y1Ya Y MG ladcigger g W
o2, om g e b iepr b e pr
! A AR I EA A v
. ! . | Generator | .| Generator . .| Generator
Dynamic Graph | Knowledge TS S T
Attention . Aware \ * 00 | ' O0—=>0 | ' O—0 |
Knowledge Generator ~ S, - s, - s,
Graph A A I Y
4
q‘ /O (C]0]0]0]0]e)) @O00000) (C]0]0)0]6]e))
Q\ Decoder a jack of
C/ @ Key Entity 0—>0 Not_A_Fact Triple Not_A_Fact Triple Vector
O : O Neighboring Entity Attended Graph Word Vector
o E O Attended Entity Previously Selected Triple Vector
O/ O ~—  hy, > h, > h,, -
X Encoder FRLEPI B S FAP RS S S LSS R
O‘_O E Graphg ! E Graphg ! E Graphg '
({ 1 ; O\O\:(O | Knowledge |. Q‘O\:P ., | Knowledge |. O\O\:’O . | Knowledge
. | Interpreter |. | Interpreter |. + | Interpreter
O_'O ' O/ O ! A ' O/ @) ' 7y . oﬂ O : i
| Knowledge N S 2]
- > 104—0\:—0. 104—0\:—0. ;04—0\:—0.
Static Graph Interpreter db! @0®:J v @0® Y @0®
Attention T LT s 1700 of :197%%  suniight
T1To - Ty (e} Key Entity . O—0 Not_.A_Fact Triple Word Vector 37
o Neighboring Entity Retrieved Graph
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« Commonsense Knowledge Aware Conversation Generation with Graph Attention,

In 1JCAI 2018
Yy1y2 - - Ym
Dynamic Graph | Knowledge
Attention s
Knowledge Generator
Graph "n
C/O\o :
C{‘O\O Encoder
C)/ A
O—0O
| | Knowledge
Static Graph | Interpreter

Attention

T

L1X2 " Tp

A ht-1 > ht > ht+1 B
! Knowledge : ' Knowledge - T ! Knowledge - T
Graph : : Graph ; Graph
; Q‘Q:P . | Knowledge |. O\q:p . | Knowledge |. O\O:p Knowledge
: Interpreter |, : Interpreter Interpreter
EAS A D d' D
Eo <—o: fo«)\:—o
- dv% (@0@):
(] O_»O \ L]
e rays  ........  of L _____.. sunllght
@ Key Entity O—0 Not_A_Fact Triple Word Vector

O Neighboring Entity Retrieved Graph

Encoder: word embedding from text + entity embedding from KG

* Only one-hop relation is used in this work 38
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« Commonsense Knowledge Aware Conversation Generation with Graph Attention,

In JCAI 2018
Yy1y2 - Ym
Dynamic Graph | Knowledge
Attention s
Knowledge Generator
Graph "n
Hol o o/
c/c(;\o :
O'—Oi—O E
C{‘O\O Encoder
O O/ A
O—0O
| | Knowledge
Static Graph | Interpreter
Attention

T

L1X2 " Tp

T e RS g R .
N R R WA | LN
) 0,40\ . |Knowledge | . {O\ . | Knowledge ) O/O\ . | Knowledge
; O —»| Aware + 90 —»|  Aware ; 0 O > Aware
X : Generator . : Generator . : Generator
:O<—Q.<_O' 'OQ<O0, '0+Q<O,
:O“o. > :o”Ol :o’o:
\ ; 00 | \ , 00 . 00 .
s, s, S... -
@00 000D (00000 @00 000
a lack of
@ Key Entity O—+0 Not_A_Fact Triple Not_A_Fact Triple Vector

O Neighboring Entity
O Attended Entity

Attended Graph Word Vector
Previously Selected Triple Vector

Decoder: encoder-decoder attention + knowledge graph attention
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« Commonsense Knowledge Aware Conversation Generation with Graph Attention,

In 1JCAI 2018

e Dataset: Reddit-1M + ConceptNet

Metric: Perplexity {,; Entropy T

Model

Overall

High Freq.

Medium Freq.

Low Freq.

010)"

PPX.

ent.

PPX.

ent.

PPX.

ent.

PPX.

ent.

PPX.

ent.

Seq2Seq
MemNet
CopyNet

47.02
46.85
40.27

0.717
0.761
0.96

4241
41.93
36.26

0.713
0.764
0.91

47.25
47.32
40.99

0.740
0.788
0.97

48.61
48.86
42.09

0.721
0.760
0.96

49.96
49.52
42.24

0.669
0.706
0.96

CCM

39.18

1.180

35.36

1.156

39.64

1.191

40.67

1.196

40.87

1.162

Table 2: Automatic evaluation with perplexity (ppx.), and entity score (ent.).

Model

Overall

High Freq.

Medium Freq.

Low Freq.

0/0)Y

app.

inf.

app.

inf.

app.

inf.

app.

inf.

app.

inf.

CCM vs. Seq2Seq
CCM vs. MemNet
CCM vs. CopyNet

0.616
0.602
0.600

0.662
0.647
0.640

0.605
0.593
0.606

0.656
0.656
0.669

0.549
0.566
0.586

0.624
0.640
0.619

0.636
0.622
0.610

0.650
0.635
0.633

0.673
0.626
0.596

0.716
0.657
0.640

Table 3: Manual evaluation with appropriateness (app.), and informativeness (inf.). The score is the percentage that CCM wins its competitor

after removing “Tie” pairs. CCM is significantly better (sign test, p-value < 0.005 ) than all the baselines on all the test sets.
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KG-enhanced text generation methods

 Grounded Conversation Generation as Guided Traverses in Commonsense
Knowledge Graphs, In ACL 2020.

* Application: Dialogue system
* Motivation: Concept shift in human conversations has not been modeled.

[ POST : i 'm not sure you 'll get anyone but laker fans | Central Concepts laker fans wishing championship crow title

L wishing for another laker championship haha . J cult weird house fish league hope stadium bless series show
team \ star post sport granted fan desire card store
season

fa lost @ Two-hop Concepts baseball man hate week lost edit playing
play @ show ’series pretty line taking wait high bowl1 fighting field game wanted
@ lakeP{ :‘)\__ry_‘!“shmg A sports full life fun thing head movie real great year kind point
/ IR N \1/
: \fans = ‘championship| gold hard huge games long put cool find strong base deal
s\\port [ fish fight glad bet playoff race talent ass wo ways ball making
game ® ‘\. bless @ league war part live féam expecting super miss watchine
Latent Attentioglgct;tv)\':l / bro forv'var.d nice lot seasons plgy type god g(aQ broup
\ style thinking left dead work city hom \G‘ - ied cup
give night season missed call run 0\) 4 win action giving

(Generated Response : i 'm not a fan of the championship ,\

but i 'm a fan of the team ) points king power

\
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 Grounded Conversation Generation as Guided Traverses in Commonsense
Knowledge Graphs, In ACL 2020

I salesforce

[ POST : chat based on knowledge is the future ] - Outer Graph
foice  book ® "€ water O\ (Pt )+ Sy
o . 1 Concept [Graph G
: > | - y | 1 1
: i Word Embedding y Concept Emhbedding €
'4 card text class plan el \\ : : Il
/ ./ o |GRU . - Flow
J ‘ idea \‘ [ @ GNN Attention
WIte word Original Graph / | 1 1 .
I
................................... -~ (eee) (so9)
faith = Post h Central Concept §  Quter Subflow f
I Attention Attention Attention
hope i ! a B ) 4
P ’ o
?“t“re [ GRU|— .. — |GRU .. — |GRU ]7
Decoder Output 5
Y - ~=dream ecoder Outpu

Control Gate o*

[ Response : yeah it ’s not a dream to have atalk with robot ( Response ) srgiSoftmax(s - W) Vocab |0
’ arg(B) 1
2

[O Zero-hop Concept @ One-hop Concept @ Two-hop Concept [ arg(Softmax(s - €))
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 Grounded Conversation Generation as Guided Traverses in Commonsense
Knowledge Graphs, In ACL 2020

[ POST : chat based on knowledge is the future ]

- v
G
Ko Book g bag - b
voice :
.................... s ® waterme | Concept|Graph G
N Word Embedding x 1 !

Concept Ethbedding €
y T IEL) 7 NEOLAE T tesssrsssssssssaaest s \ 1 l l
¢ | card | dream | \

o
e text class plan ) \ I: I: Flow
: Lk GRU| - .. — |GRU
I ./ @ idea \‘ g 8 GNN Attention
@'te'"""\'ﬁord Original Graph |
I

.,
~

....................................
o .

| | }
=4 ces) (se9)

| Post h Central Concept §  Quter Subflow f
P Attention Attention Attention
hope i ! a B Y
° 2
j ffuture [ GRU| — .. — |GRU w —|GRU ]7
Decoder Output 5
s, » - - drearr!.,:' P!

Control Gate o*

[ Response : yeah it ’s not a dream to have atalk with robot ( Response ) srgiSoftmax(s - W) Vocab |0
' o) central |1
[O Zero-hop Concept @ One-hop Concept @ Two-hop Concept [ arg(Softmax(s - €)) Two-hop |2
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 Grounded Conversation Generation as Guided Traverses in Commonsense
Knowledge Graphs, In ACL 2020

e Dataset: Reddit-1M + ConceptNet; Metric: BLEU; Nist; ROUGE

Model Bleu-4 | Nist-4 | Rouge-1 | Rouge-2 | Rouge-L | Meteor PPL

Seq2Seq 0.0098 | 1.1069 | 0.1441 0.0189 0.1146 0.0611 | 48.79
MemNet 0.0112 | 1.1977 | 0.1523 0.0215 0.1213 0.0632 | 47.38
CopyNet 0.0106 | 1.0788 | 0.1472 0.0211 0.1153 0.0610 | 43.28
CCM 0.0084 | 09095 | 0.1538 0.0211 0.1245 0.0630 | 42.91
GPT-2 (lang) | 0.0162 | 1.0844 | 0.1321 0.0117 0.1046 0.0637 | 29.08"
GPT-2 (conv) | 0.0124 | 1.1763 | 0.1514 0.0222 0.1212 0.0629 | 24.55"
ConceptFlow | 0.0246 | 1.8329 | 0.2280 0.0469 0.1888 0.0942 | 29.90

Table: Relevance Between Generated and Golden Responses.
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2

Dataset Information Effect of KG KG
Tasks Methods Cat. Name #Instance | w/o KG | with KG | ABLEU source
Common- KG-BART M4 | CommonGen 77,449 28.60 30.90 | +2.30 ConceptNet
CE-PR M3 | ComVE 30,000 15.70 17.10 | +1.60 ConceptNet
::::;nm GRF M4 | aNLG-ART 60,709 962 | 11.62 | +2.00 ||| ConceptNet
& 'MGCN M3 | EntDesc 110,814 | 2490 |  30.00 | +4.30 |||Self-built KG
Observation 1: KG makes largest improvement on commonsense reasoning tgsks
owry :
. ROCStories ConceptNet
generation | KEPM M2 (split-2) 98,162 14.10 14.30 | +0.20 & ATOMIC
MRG M3 | VisualStory 50,000 3.18 3.23 | +0.05 ConceptNet
Scientific | ' Opservation 2: ConceptNet is the most popular used KG. Self-built KG
Wntmg A uybnx\vuut I A¥YATX I A Gt’\-L Yy lllruls I I ’V\Il I & el T I AJITT I T S I Sle'bllllt KG
Dialogue ConceptFlow | M4 | Reddit-10M 3,384K 1.62 246 | +0.84 || ConceptNet
custe Ii“ AKGCM M3 | EMNLP dialog 43,192 | 3245 30.84 | -1.61 ||Self-built KG
y AKGCM M3 | ICLR dialog 21,569 6.74 6.94 | +0.20 ||Self-built KG
Question |\ 1ipGM M3 | NarrativeQA 46,765 | 1979 |  21.07 | +1.28 ||Self-built KG
answering

I salesforce

Table: Tasks, datasets and KG sources used in different KG-enhanced papers.

Dataset and code links: https://github.com/wyu97/KENLG-Reading 45
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Pretrained through TransE

Language generation model

& i85

OO e
+F+ ¥+ F F F

id entity vector

1 chat [-0.1, 0.2, 0.5]
2 talk [0.3,0.4,-0.2]

3 future [0.6,0.1,0.1]

4 based [-0.4, 0.4, 0.2]

I . -

Chat based on knowledge is the future

KG embedding

Input text

(M1) Incorporate KGE into language generation

KG-enhanced language model

ﬁ training with all KG triples ﬁ
Eiffel tower Eiffel tower is at Paris </s>

G M N

Paris AtLocation |:> |

Pretrained language model

<s> Eiffel tower is at Paris

(M2) Transfer knowledge into pretrained LM

entity
emb.

word
emb.

M1 (Incorporate Knowledge Graph Embeddings into

Language Generation):

* Pros: (i) Easy to use (by simple vector concatenation)

e Cons: (i) Text representation and KG representation are
from two vector space

(ii) KGE can only capture one-hop relations

M2 (Transfer Knowledge into Language Model with

Knowledge Triplet Information):

* Pros: (i) Easy to use (train with any pre-trained LM)
(ii) KG knowledge is embedded into LMs

e Cons: (i) Only capture one-hop relations
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Output text Yeah, it 's not a dream to have a talk with robot!

| Sequence Decoder |

A >

| Sequence encoder | ‘ Path encoder |

nput paths

In ut text
|:| |:| D D Path 1 Path 2
Chat based on knowledge is the future future
______ dream
e locate
source subgraph
NS

concepts chap\o talk

(M3) Performing path reasoning on KG

Output text Yeah, it’s not a dream to have a talk with robot!

| Sequence Decoder |

A >

| Sequence encoder ‘ | GNN encoder |

DDﬁ’“”“DD

Input subgraph
Chat based on knowledge is the future

: —————— - Iocate

chat talk

source :> . subgraph Cﬁ_O/O— %
KG
concepts : GNN aggregation

(M4) Aggregating sub-KG via GNN

M3 (Perform Reasoning over Knowledge Graph via Path
Finding Strategies.):
* Pros: (i) Multi-hop reasoning
(ii) Better interpretability
e Cons: (i) Only one path is considered
(ii) Large complexity and hard to train

M4 (Improve the Graph Embeddings with Graph Neural
Networks):
* Pros: (i) Multi-hop relations
(ii) Joint optimization of Seq2Seq and GNN
e Cons: (i) High computation cost
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Output text B: | like country music. It is the most listened to rush hour radio genre. Output fext B:Itmade $279,167,575 at the box office.
Sequence Decoder Sequence Decoder
Sequence encoder Document encoder Sequence encoder Document encoder
Input text 3 relevant docs Input text Background doc
A dialogue between A and B 7 .on (1) In 2009, country music was the most lis- A dialogue between A and B Background: ... but if you like ben stiller, go see "meet
A: Do you know George Glenn Jones? e o tened to rush hour radio genre in the US. A: That name is so ridiculous but funny. the fockers". Dustin’s antics will favorite character was
B: Yes, he was a famous American < w ™ 3§ (2) Country is a musical genre that origin- B: First off, the writers did not miss a single jack (the older one), because he was so serious but
singer and songwriter. "% ated in the southern US in the early 1920s. opportunity to play off of the name “focker”. always plotting and putting up a front. | think it was
A: Cool! You sure know some stuff WikiiA - (3) George Glenn Jones was an American A: Yeah, | heard it was a pretty successful $279,167,575 awards ASCAP film and television music
about country music! musician, singer and songwriter. movie overall. awards 2005 top box office films MTV... (~250 words)
Retrieve from Wikipedia A background-based conversion (BBC)
(a) M1: Retrieve relevant documents, use them for generation (b) M2: Read background document and generate output
M1: Retrieval-augmented NLG M2: Background-based NLG
* [Lewis et al. 2020 Neurips] * [Qinetal. 2019 ACL]
 [Wangetal. 2021 ACL] * [Meng et al. 2020 AAAI]
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* Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks, In Neruips 2020

Grounded text-enhanced NLG methods

* Motivation: Large pre-trained LMs cannot easily expand or revise their memory, can’t
straightforwardly provide insight into their predictions, and may produce “hallucinations”.

betine "middle ear® (x) (. _____________________________ The middle ear includes
End-to-End Backprop through q and pg the tympanic cavity and
Question Answering: the three ossicles. (y)
Question Query Query Retriever p, Hocument Generator pg )  Queston Mwerg
Encoder (Non-Parametric) Index Parametric)
Barack Obama was d(z)
born in Hawaii. (x) q(X) I . supports (y)
P | Fact Verification:
Fact Verification: Fact Que -y /43 Margin-
" Query ’w;_ S~ Z a"ge Label Generation
-= " . 2N
The Divine 2 = 2 -
MIPS ., eomn| ~— | & S
Jeopardy Question ~ sections: "Inferno",
Generation: "Purgatorio” &
Answer Query ~_— "Paradiso" (y)
\& + Question Generation

Figure: RAG combines a pre-trained retriever (DPR) with a pre-trained seq2seq model (BART) and fine-tune end-to-end.
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* Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks, In Neruips 2020
* Dataset: Trivial QA, MS-MARCO  Metric: Exact match (for ODQA); BLEU, ROUGE

Table 1: Open-Domain QA Test Scores. For TQA, Table 2: Generation and classification Test Scores.
left column uses the standard test set for Open- MS-MARCO SotA is [4], FEVER-3 is [68] and
Domain QA, right column uses the TQA-Wiki FEVER-2 is [57] *Uses gold context/evidence.
test set. See Appendix D for further details.

Best model without gold access underlined.

Model NQ TQA WQ CT — s g
M J MSMARCO FVR3 FV
Closed T5-11B([52] 345 - /50.1 37.4 S BITQBA RL Bl Label Acc
Book Ts-11B+SSM[52] 36.6 - /60.5 44.7 :
SotA 49.8* 49.9* 768 92.2*
Open REALM[20] 404 - / - 40.7 468 °
Book DPR[26] 415 579/ - 411 50.6 BART 151 197 382 416 640 81.1
RAG-Token 441 552/66.1 455 500 ~ RAG-Tok. 17.3 222 40.1 415 _ . oo
RAG-Seq. 445 56.8/68.0 452 522  RAG-Seq. 147 214 408 442 '%° 822




Grounded text-enhanced NLG methods

* Retrieval Enhanced Model for Commonsense Generation, In ACL 2021

* Motivation: It is challenging to organize provided concepts into the most plausible

scenario, avoid violation of commonsense.

Concept- Set a collection of objects/ actlons

Expected Output every daw scenarios cov ermg all gn en concepts.

- A dog leaps to cafch a ’rhrown Frlsbee.
i - The dog catches the frisbee when the boy throws it.
. - A man throws away his dog 's favorite frisbee expecting him

fo CatCh ” in the AT e
GPT 2 A dog throws a frisbee at a Foofball player [Mm:hings]

5 - UniLM: Two dogs are throwing frisbees at each other .
BART: A dog throws a frisbee and a dog catches it.

TS: dog catches a frisbee and throws it to a dog ‘*

[ Humans ]

_ CommonGen
//;,;,,;,; Dataset
4 External
(09)] Corpora
— X1, X2, -, Xn ii:;zlry
l Candidate
4 )
OR ="
l retrieve
@
Zay gy oem s Zf
'
> (X,2)
'
Retrieval Enhanced Generator
)
Y1: Y2y o1 Vm

W salesforce
P
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* Retrieval Enhanced Model for Commonsense Generation, In ACL 2021
* Task: CommonGen Metric: BLEU, CIDEr, SPICE

Model BLEU-4 CIDEr SPICE SPICE(v1.0)
GPT-2 (Radford et al., 2019) 26.833 12.187 23.567 25.90
BERT-Gen (Bao et al., 2020) 23.468 12.606 24.822 27.30
UniLLM (Dong et al., 2019) 30.616 14.889 27.429 30.20
BART (Lewis et al., 2020) 31.827 13976 27.995 30.60
T5-base (Raffel et al., 2020) 18.546  9.399 19.871 22.00
T5-large (Raffel et al., 2020) 31.962 15.128 28.855 31.60
EKI-BART (Fan et al., 2020) 35.945 16999 29.583 32.40
KG-BART (Liu et al., 2021) 33.867 16927 29.634 32.70
CALM(T5-base) (Zhou et al., 2021) - - - 33.00
RE-TS5 (ours) 40.863 17.663 31.079 34.30

Table 2: Test results on CommonGen benchmark. All results except CALM are based on the latest human
references(v1.1). v1.0 indicates evaluation with old evaluation protocol.?
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* Retrieval Enhanced Model for Commonsense Generation, In ACL 2021
* Task: CommonGen Metric: BLEU, CIDEr, SPICE

Concept Set:

trailer shirt side sit road

TS:

A man sits on the side of a trailer and a shirt.

Trainable Retriever:

(1)Two guys 1n red shirts are sitting on chairs, by the side of the road, behind that open trailer.
(2)Teenagers in matching shirts stand at the side of the road holding trash bags.

(3)A man in a white shirt and black pants standing at the side or the road.
RE-T5(trainable retriever):

a man in a white shirt and black pants sits on the side of a trailer on the road.

Figure: An example of sentences generated based on the retrieved sentences.
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* Conversing by Reading: Contentful Neural Conversation with On-demand Machine
Reading, In ACL 2019

e Task: Dialogue system

) - " { She holds the Guinness world i o
| record for surviving the highest A woman fell 30,000 feet from
= -“*-' fall without a parachute: 10,160 an airplane and survived.
qr | metres (33,330 ft). )
- s a 2
E In 2005, Vulovié’s fall was The page states that a 2009 report found the
o recreated by the American plane only fell several hundred meters.
= S , television MythBusters. Four
s years later, [...] two Prague- Well if she only fell a few hundred meters
: Ssmas== | based journalists, claimed that and survived then I 'm not impressed at all.
[~ | Flight 367 had been mistaken
for an enemy aircraft and shot . . . )
down by the Czechoslovak Air SFIH Pretty incredible , but quite a
Force at an altitude of 800 bit different that 10,000 meters.

\_metres (2,600 ft). Y,

Figure: Users discussing a topic defined by a Wikipedia article. In this real-world example from our Reddit dataset,
information needed to ground responses is distributed throughout the source document.
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* Conversing by Reading: Contentful Neural Conversation with On-demand Machine
Reading, In ACL 2019

ey

- Conversation history Model Output 0
e 1. Lexicon EllCOdiIlg 2. Contextual Encoding So he's the CEO of Apple. 1'
Steve Jobs was a mediocre programmer ' Emb [ 1 Bi- 1 .
L and one of the greatest designers [...]. : FFN : : LS : Generator
S i "I S BOS> CEO _ of _Apple <EOS
' | S ) . < see . O =
. ., t+CoVe i \Cross-Attn AT -\ s\ )
Document ' P AN \ \ \ | \
i — - i 1 — |
_____ | bt ot
<title> Steve Jobs <ftitle> <p> . ____ """ """~ ool A U .’?_l\ilt_tl!lgn_' ' N L LY LN
Steven Paul Jobs was an American ' — — ' —/ ' ' | ./ KD : J : ()
entrepreneur, businessman, inventor, : .| Bi- Lo * Self- Bi- : by Y l M i I 44
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Figure: Model Architecture for Response Generation with on-demand Machine Reading
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* Conversing by Reading: Contentful Neural Conversation with On-demand Machine
Reading, In ACL 2019

* Dataset: Reddit Metric: NIST; BLEU; F1; Distinct-k ...

Appropriateness Grounding Diversity

NisT BLEU METEOR | Precision Recall Fl1 Entropy-4 Distinct-1  Distinct-2 | Len
Human | 2.650 3.13% 831% 2.89% 045% 0.78% | 10.445 0.167 0.670 18.757
SEQ2SEQ | 2.223 1.09% 7.34% 1.20% 0.05% 0.10% | 9.745 0.023 0.174 15.942
MEMNET | 2.185 1.10% 7.31% 1.25% 0.06% 0.12% | 9.821 0.035 0.226 15.524
CMR-F | 2260 1.20% 7.37% 1.68% 0.08% 0.15% | 9.778 0.035 0.219 15.471
CMR | 2213 1.43% 7.33% 2.44% 0.13% 0.25% | 9.818 0.046 0.258 15.048
CMR+w | 2238 1.38% 7.46% 3.39% 0.20% 0.38% | 9.887 0.052 0.283 15.249

Table: Automatic Evaluation results on Reddit dataset.
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Evidence Tasks Methods Dataset Information Retrieval | # Retri-
sources Name #Instance | space (d/s) | eved d/s
Dialogue MemNet Wizard of 7

system SKT Wikipedia (WoW) 22,311 || 5.4M/93M 7 |

Question RAG MS-MARCO 267,287 21M/- 10 9

Wikipedia : BART+DPR 3.2M/- \()
P answering | p oo o | ELIS 274741 || 00 /C\\a\\eﬂ?
Argument H&W . 5M/- 10
generation | CANDELA | ChangeMyView 287,152 5M/- 10
Online platform | Dialogue (for | AT2T Amazon books 937,032 -/131K 10
(e.g., Amazon) | business) KGNCM Foursquare 1M -/1.1M 10
: Summari- R’Sum : -/3.8M 30
Gigawords Jation BiSET Gigawords 3.8M _/3.8M 30

Table: Tasks, datasets and evidence sources used in retrieve-then-generate papers.



